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Exploring the Ethical Implications of Artificial Intelligence and
Intellectual Property: A Legal and Psychological Analysis

Abstract

As artificial intelligence (AI) continues to advance, the ethical dimensions of its impact on
intellectual property (IP) become increasingly critical. This paper critically examines the
ethical implications of AI and IP, focusing on the intersection of legal frameworks and psy-
chological factors. The primary research question addresses the potential ethical impacts of
AI in IP, dissecting both legal and psychological dimensions separately and within organiza-
tional contexts. The methodology integrates in-depth exploration of legal dimensions using
established frameworks and precedents, complemented by an extensive review of relevant psy-
chological literature. The synthesis of these dimensions reveals the complexity introduced by
AI, uncovering several possible negative ethical impacts. The legal landscape, characterized
by soft law measures and a lag in regulatory development, may amplify psychological factors
influencing unethical behavior. The paper explores how anticipated guilt, social acceptability,
and psychological distance contribute to unethical behavior, especially in the context of IP
theft facilitated by AI. Organizational psychological factors, such as Psychological Contract
Theory and future self-continuity, are also examined, shedding light on potential avenues for
unethical use of AI in IP within organizational settings. The conclusion emphasizes the need
for regulatory frameworks aligned with ethical principles to address psychological factors and
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minimize the risks associated with AI in IP. While acknowledging the potential for AI to en-
hance IP protection, the paper underscores the importance of mitigating risks associated with
its dual-use nature, emphasizing the role of societal and regulatory tools in fostering an ethical
AI environment.

1 Introduction

As AI advances it becomes increasingly more powerful and therefore more capable of dealing
harm. The ever-looming question remains, how will those who use and develop this technology
wield it? IP is near and dear to our hearts as a society, and we go to great lengths to
establish and protect it. Being the powerful tool that it is, it is important that we analyze
what ethical impacts AI could have on IP. This paper aims to critically examine the ethical
implications of AI in IP, focusing on the intersection of legal frameworks and psychological
factors. The primary research question guiding this investigation is what the potential ethical
impacts of AI in IP are. We will discuss the legal landscape of AI usage and development and
psychological factors underpinning unethical behavior in individuals separately and within an
organization. An examination of these will demonstrate that the added layer of complexity by
the introduction and use of AI does present a number of possible negative ethical impacts.

The methodology employed in this study involves an in-depth exploration of legal dimensions,
drawing on established frameworks and precedents. The psychological factors are examined
through an extensive review of relevant literature, ensuring a thorough analysis. This dual
methodology is particularly pertinent as it enables the identification of potential conflicts,
intersections, and gaps between legal and psychological considerations. The legal analysis
establishes the framework within which ethical behavior is expected, while insights from psy-
chology elucidate the factors that may influence adherence or deviation from these ethical
norms. The synergy between these dimensions contributes a unique and valuable perspective
to the ongoing discourse on AI ethics.

2 Literature Review

2.1 Legal landscape

It can be argued that there is a growing emphasis on ethical AI development, with organizations
and researchers actively working to establish ethical principles and guidelines (Carrillo, M. R.,
2020, p.6). While there has been progress made in ethical AI development (Nourbakhsh, I. R.,
2021, p.1), potential negative ethical impacts still exist. Focusing solely on ethical principles
may not be sufficient to prevent unethical behavior. A distinction between law and ethics must
be established to carefully consider the ethical impacts raised in this paper. Laws are created
to enforce what society agrees on as ethically acceptable and to hold individuals accountable for
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those ethical standards. Widespread confusion between legal and ethical principles specifically
in AI is used to develop ethical principles to the exclusion of laws, reasoning that they are
interchangeable (Carrillo, M. R., 2020, p.6). On the surface, it may seem favorable to focus
more on establishing ethical principles, but this may be counterproductive to ensuring ethical
behavior.

The current legal landscape for AI development may exacerbate the psychological factors un-
derpinning unethical behavior in this space. In recent years, soft law measures have been taken
supporting ethical principles over hard regulation. Most notably, soft law, an international
instrument containing statements of expected behavior (Yan, M., 2019, p.50), lacks enforce-
ability and accountability in that there is often no development of institutional frameworks or
clear assignment of responsibility (Delacroix, S. and Wagner, B., 2021, p.3). Concepts of cost,
risk and social acceptability exert considerably influence over whether an individual will engage
in unethical behavior. In the absence of regulation, perceptions of cost and risk are minimized
and, in some cases, even contribute to increased social acceptance of unethical behavior (Mills,
P. and Groening, C., 2021, pp.378-380). Given that it can be difficult to establish IP alone,
with the addition of AI bringing with it its current regulatory state may obscure the costs and
risks associated with IP theft even further. Lack of regulation in AI development may also fuel
social acceptance to abuse AI in regard to IP, as is the case in password sharing with Netflix
(Mills, P. and Groening, C., 2021, pp.378).

Critics might argue that legal frameworks will eventually catch up with AI advancements,
closing regulatory gaps and minimizing the risks of unethical behavior. While legal frameworks
do have the potential to evolve, the challenge remains in catching up and keeping pace with
rapidly advancing AI technologies. Waiting for legal frameworks to catch up might allow a
window for unethical practices to proliferate.

In addition, psychological factors contribute to whether a person will commit unethical be-
haviors. Concepts such as anticipated guilt, social acceptability, indirect action, psychological
distance and cost/rewards can be used to explain or even predict the likelihood of unethical
behavior (Mills, P. and Groening, C., 2021, pp.378-380, Gratch, J. and Fast, N. J., 2022, pp.2-
4, Reardon, J. et al., 2019, pp.511,514). These concepts will be elaborated on to further tease
out the ethical impact that AI may have on IP.

2.2 Psychological factors that contribute to unethical behavior

Reardon, J. et al. (2019, p.522) has demonstrated that a consumer’s ethical perceptions about
downloading pirated music had the highest direct impact on whether they participated in such
activities. Namely, if a consumer felt strongly that downloading illegal music was ethically
wrong then they were far less likely to do it. This beautifully illustrates how having a strong
ethical code can have a massive impact in preventing unethical behavior. Ellis, L. M. (2022,
pp.9,10,12) explains that idea theft is looked upon more harshly than money theft because the
behavior is most often attributed to negative personality characteristics such as self-interest
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and inauthenticity. As a result, idea thieves suffer severe interpersonal consequences thereby
proving idea theft is regarded as a highly unethical behavior (Ellis, L. M., 2022, p.12). There
are limitations in linking Ellis, L. M. (2022) studies on idea theft specifically with IP theft as
there are nuanced differences between the two. However, as the two bear marked similarities
in core concepts such as financial gain and authenticity it is reasonable to conclude both are
viewed similarly as highly unethical behaviors by society in general.

Seeing that IP theft is considered as highly unethical and ethical perceptions have the highest
direct impact in preventing unethical behavior one could conclude that pursuing the develop-
ment of ethical principles to the exclusion of laws may be the most effective approach. However,
González-Esteban y Patrici Calvo, E. (2022, p.1) reveals that there exists an increase in pro-
fessional malpractice including plagiarism, illicit appropriation of ideas, concepts, and results
and improper or fraudulent use of information. While IP theft is not specifically listed as
increasing by González-Esteban y Patrici Calvo, E. (2022, p.1) the actions that are listed com-
prise some if not all aspects of IP theft. How is it that actions which contribute to IP theft
remain prevalent amidst strong ethical perceptions against them are maintained at large? In
this author’s opinion, the answer to that question highlights the potential ethical impact that
AI introduces to the subject of IP.

The apparent contradiction between what should theoretically prevent IP theft and the reality
of the situation can, in part, be explained by the psychological factors we touched on earlier.
Anticipated guilt, arising from a consideration of violating one’s own standards, produces pow-
erful motivation to act within the bounds of one’s ethical perceptions (Mills, P. and Groening,
C., 2021, pp.378-380, Reardon, J. et al., 2019, pp.511,514). However, when there exists a
social consensus that a given behavior is ethically acceptable evidenced by the fact that many
individuals engage in the behavior this constitutes social acceptability. Social acceptability
exerts a potent moderating effect of anticipated guilt such that as social acceptability of an
unethical behavior increases so does engagement in said behavior (Mills, P. and Groening, C.,
2021, pp.378-380). There exist strong personal motivations, namely anticipated guilt, to avoid
engaging in IP theft. However, the social acceptability of core behaviors involved in IP theft
has likely caused many to defer their ethical reservations on the matter.

AI may strengthen other psychological factors that could influence the social acceptability of
IP theft. Gratch, J. and Fast, N. J. (2022, pp.2) explain that indirect action, when one party
acts on another through an agent, increases likelihood of unethical behavior. An attractive
feature of AI is its ability to process amounts of data that are impossible for a human to absorb
and extract valuable insights from that data. Therefore, it is likely that humans will use AI
to sift through data that may, without their knowledge, contain IP. The model may then
present insights that encroach on someone else’s IP but by the process abstracts the ideas
from the owner of the property. This presents a potential situation whereby an individual
could inadvertently steal someone else’s IP. Or the psychological distance afforded through
the indirect action of using an AI model may reduce the perceived intensity of the negative
consequences (Gratch, J. and Fast, N. J. 2022, p.2). In either case, these lower perceptions
of the potential cost involved in the action increase the likelihood of IP theft. The increased
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likelihood of using AI to steal IP could then result in an increase in cases resulting in an even
greater social acceptance of this unethical behavior.

2.3 Organizational psychological factors

The discussion up until this point has been formulated around the individual use of AI in IP.
However, other psychological factors explaining unethical behavior emerge when considering
the social and environmental dynamics that accompany life in an organization. The prevalence
of corporate scandals indicates a pervasiveness of unethical behavior that routinely transpires
within organizations (Griep, Y. et al., 2023, p.1). While AI technology is becoming increasingly
more accessible to individuals, the development and usage of these is still more accessible to
organizations that possess the resources to engage them. It is important to ponder AI usage
within the context of an organizational environment with the objectives that accompany it
and how this could further elucidate the ethical impacts it may have on IP.

Psychological Contract Theory posits that an employee has a mental model of the exchange
agreement between him/herself and the organization. This psychological contract is what they
believe their organization is obligated to provide them with in return for their contributions.
A perceived breach in this contract increases the likelihood that the employee will engage in
unethical behavior that harms the company. However, if the contract is perceived as fulfilled
then the employee is more likely to engage in unethical pro-organizational behavior as they
feel obligate to reciprocate beneficial treatment. Unethical pro-organizational behaviors are
unethical acts that employees engage in with a desire to benefit their organization. Even
though these acts routinely damage organizations, the employees who perpetrate them have
the intention of helping (Griep, Y. et al., 2023, pp.2,12,13).

Organizations with the resources to develop and employ AI technologies often deliver compet-
itive wages and benefits to their employees. This increases the likelihood that their employees
would be more inclined towards unethical pro-organizational behavior resulting in AI abuse
at the expense of IP. Feelings of obligation to reciprocate beneficial treatment may move em-
ployees to use AI to steal IP even when the organization does not condone it. Employees that
discover previously unknown IP theft in their models may be inclined to lie about and/or cover
up the training dataset. These coupled with the speed with which an AI model can process
data could facilitate IP theft on a mass scale.

Future self-continuity refers to how well a person identifies with themself in the future and
if they can image how they might feel. If their future self feels like a stranger to them then
they are more likely to act in an unethical way because they do not have a good sense of
how they will feel in the future (Hershfield, H. E., Cohen, T. R. and Thompson, L., 2012,
p.300). Hershfield, H. E., Cohen, T. R. and Thompson, L. (2012, pp.307-308) were able to
shift a person to think more in terms of the future in general rather than future self and by
doing so increased a propensity to think more about immediate short-term gains and thereby
increase likelihood of engaging in unethical behavior. Many organizations channel employees

6



focus on quarterly earnings and shareholder meetings where the goal is increased profit from
last quarter. This consistent and pressurized training of focus on short-term outcomes may
successfully shift employee thinking away from a healthier future self-continuity thereby raising
likelihood of them engaging in unethical behavior. With a lower future self-continuity, a person
may feel more inclined to seize a competitive edge by using AI to steal IP.

Any one of these two organizational factors on their own increase likelihood of unethical
behavior but in combination with each other creates powerful conditions to elicit unethical use
of AI. Unethical use of AI, being able to bestow great financial rewards, may be all too tempting
for someone who feels an obligation to reciprocate beneficial treatment. Especially when
an individual’s focus is being constantly aligned with quarterly earnings, shifting thoughts
from ethically fortifying thought patterns of future self-continuity. If we include the current
legal landscape of AI use and development, with its lack of regulatory boundaries, along
with psychological distance afforded by AI technologies, a deadly cocktail emerges. A potent
cocktail that can easily intoxicate individuals towards unethical use and further adding to it a
rise in social acceptability. As illustrated, these issues can stack up on each other to add more
weight towards tipping the scales in favor of unethical behavior.

3 Conclusion

Some may contend that AI technologies can be employed to enhance IP protection, providing
better tools for monitoring and preventing IP theft. There is significant potential for AI to
contribute to IP protection but that does not discount the dual-use nature of technology. AI’s
capabilities can be exploited for both positive and negative purposes, and the focus should be
on minimizing the risks associated with unethical use. Further research into developing regu-
latory frameworks in lockstep with ethical principles to specifically address the psychological
factors underpinning unethical behavior may produce more favorable outcomes in the future.
In this author’s opinion, if we work towards creating a psychological environment that favors
ethical uses of AI using societal and regulatory tools, we will minimize negative and maximize
positive impacts of AI in IP.

Examining the ethical impact of AI on IP is a complex endeavor. Of the many layers to
consider in addressing this subject, an examination of the psychology behind ethical/unethical
behavior, inside and outside organizations, alongside the current capabilities and regulatory
state of AI is needed. After considering these, we see that there are conditions that foster an
environment conducive to negative ethical impacts. Although there are strong trends towards
developing robust ethical principles in AI development, some negative ethical impacts are sure
to in sue. It may be that the psychological effects of using AI technologies will lead to an
increase of unethical use of IP. Or the capabilities of AI may enable IP theft on a greater scale
thus increasing cases. It remains unclear whether there will be an increase in IP crime with
the integration of AI technologies. Nevertheless, AI constitutes a potent tool that introduces a
heightened level of complexity to the understanding of factors influencing unethical behavior.
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While we endeavor to adjust to this addition of complexity in the matter, we are likely to see
new and unforeseeable ethical dynamics emerge that call us to readjust accordingly.
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