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Section 1 – Project Overview
1.1 Purpose of Document

The purpose of this document is to provide a comparison between different AI
models for a given dataset to determine which models are most accurate. This
document also explores what measures can be taken to improve accuracy in
various AI models. 

1.2 Scope
The scope of the project involves an exploratory examination of a dataset to
determine how best to sample and clean the data for AI training and testing
purposes. Various data visualizations are needed to  properly understand the
dataset  and  how  best  to  proceed  with  training  models.  Training  of  various
models and algorithms are required to produce sufficient comparisons with the
ultimate goal of improving accuracy. 
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Section 2 – Dataset Exploratory Analysis
2.1 Descriptive Analysis

The dataset used in this project consists of available independent variables for a
variety of cars to ascertain how they affect the price. The chosen dataset 
contains 23 columns and 205 rows of data with no null values (Figs. 1-3). It is a 
sufficient dataset in terms of size and types of data for use in training univariate 
& multivariate linear regression, classification and clustering models.

The Columns

• Car_ID : Unique id of each observation (Integer)
• Symboling : Its assigned insurance risk rating, A value of +3 - Indicates that the 

auto is risky, -3 that it is probably pretty safe.
• carCompany : Name of car company (Categorical)
• fueltype : Car fuel type i.e gas or diesel (Categorical)
• aspiration : Aspiration used in a car (Categorical)
• doornumber : Number of doors in a car (Categorical)
• carbody : Body of car (Categorical)
• drivewheel : Type of drive wheel (Categorical)
• enginelocation : Location of car engine (Categorical)
• wheelbase : Wheelbase of car (Numeric)
• carlength : Length of car (Numeric)
• carwidth : Width of car (Numeric)
• carheight : Height of car (Numeric)
• curbweight : The weight of a car without occupants or baggage. (Numeric)
• enginetype : Type of engine. (Categorical)
• cylindernumber : Cylinder placed in the car (Numeric)
• enginesize : Size of car (Numeric)
• fuelsystem : Fuel system of car (Categorical)
• boreratio : Boreratio of car (Numeric)
• stroke : Stroke or volume inside the engine (Numeric)
• compressionratio : Compression ratio of car (Numeric)
• horsepower : Horsepower (Numeric)
• peakrpm : Car peak rpm (Numeric)
• citympg : Mileage in city (Numeric)
• highwaympg : Mileage on highway (Numeric)
• price(Dependent variable) : Price of car (Numeric)
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Figure 1

Figure 2



2.2 Cleaning
Multiple  columns  are  object  data  types  but  for  classification  and  clustering
purposes  they  were  converted  to  category  types  (Figure  3).  Column  16,
"cylindernumber",  values  were  changed  from strings  to  integers  to  assist  in
training some of the linear regression models (Figs. 5-6). 
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Figure 3

Figure 4
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Figure 5

Figure 6



2.3 Visualizations
A pairplot provides a quick overview of how the variables relate, showing some
possibilities for training models (Figure 7).  The 'fueltype' and 'carbody' columns
show promise for use with the classification and clustering models (Figs. 8, 9,
15  &  16).  Clear  linear  relationships  exist  between  'carlength',  'carwidth',
'curbweight',  'enginesize',  'cylindernumber'  and  'horsepower'  independent
variables and the dependent variable 'price' (Figs. 10-15).   
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Figure 7 – Pairplot with Fuel Type Hue
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Figure 8

Figure 9
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Figure 10 Figure 11

Figure 12 Figure 13
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Figure 14

Figure 16

Figure 15



Section 3 – Linear Regression
3.1 Univariate Models

Multiple univariate models were trained for comparison using a custome Linear 
Regression training function (Figure 17). Models were trained with 'carlength', 
'carwidth', 'curbweight', 'cylindernumber', 'enginesize' and 'horsepower' 
independent variables. In most cases the model accuracy was the best with a 
70% training and 30% testing split (Figs. 18-21). However, with engine size and 
horsepower models more accuracy was achieved with an 80% training and 20%
testing split (Figs. 22 & 23).
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Figure 17



3.1.1 Car Length vs Price
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Figure 18



3.1.2 Car Width vs Price
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Figure 19



3.1.3 Curb Weight vs Price
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Figure 20



3.1.4 Cylinder Number vs Price
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Figure 21



3.1.5 Engine Size vs Price
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Figure 22



3.1.6 Horsepower vs Price
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Figure 23



3.2 Multivariate Models
Multiple univariate models were trained for comparison using a custom Linear 
Regression training function (Figure 17). Accuracy varies in each model with 
changes in training/test splits and would most likely would be benefitted with 
more rows of data (Figs. 24-26). The highest accurracy is seen with the model 
that takes in the most columns for the independent variables (Figure 26).

3.2.1 Carlength, Carwidth, Curbweight vs Price
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Figure 24



3.2.2 Cylinder Number, Engine Size, Horsepower vs Price
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Figure 25



3.2.3 Carlength, Carwidth, Curbweight , Cylinder Number, Engine Size, 
Horsepower vs Price
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Figure 26



Section 4 – KNeigbors vs Decision Tree Classification
KNeigbors and Decision Tree models are trained side-by-side for comparison using
a custom Classification Model training function (Figure 27). Items 4.1 – 4.3 display 
model accurracy in conjuction with data scaling strategies. Accuracy  in both 
models improves to 100% when normalizing or standardizing data (Figs. 28-30).
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Figure 27



4.1 No Scaling
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Figure 28



4.2 Standardized Scaling
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Figure 29



4.3 Normalized Scaling
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Figure 30



Section 5 – Clustering
Kmeans, Gassian Mixture and Spectral clustering models are trained using a 
custom cluster model training function (Figure 31). Items 5.1 – 5.3 display each 
model's code and results when trained with unchanged data and normalized data. 
In all three (3) models, the "price" data heavily biased the results, which is 
corrected by normalizing the data providing more accuracy in each case. The 
spectral clustering model trained with normalized data performed marginally better 
than its counterparts (Figs. 32-34).
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Figure 31 - A
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Figure 31 - B



5.1 KMeans Model
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    Figure 32



5.2 Gaussian Mixture Model
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Figure 33



5.3 Spectral Clustering Model
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Figure 34
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